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DOMAIN OF INTEREST

• Analysis of the Russia-Ukraine war tweets.

• Lets explore how sentiment analysis changed over time. Were tweets with negative sentiment liked or retweeted 
more vs positive ones.  We are planning to implement Open AI API (gpt-3.5-turbo /text-davinci-003) and NLTK libraries 
for comparison analysis.

DATASET

✓ Original Dataset "Russia-Ukraine war - Tweets Dataset (65 days)", published during first 65 days of Russia-Ukraine war 
is 8.24GB.

✓ Author - Daria Purtova was analysing tweets based on the daily basis starting from 2022/01/01 till 2022/03/06. She 
was conducting an upload of the tweets (via Twitter API) based on the following search words - 'ukraine war', 'ukraine 
troops', 'ukraine border', 'ukraine NATO', 'StandwithUkraine', 'russian troops', 'russian border ukraine', 'russia invade’.

✓ As the total dataset is 8.24GB, below analysis is processed only on the subset data of 1.6GB, which comprises 
following searches: 'russia invade, 'StandwithUkraine','ukraine war'.

✓ Data was first downloaded in the form of separate csv files, which were combined together via Terminal into the 
combined dataset of 1.6GB (500k rows), downloaded on the Github with utilization of the git lfs - Tweets.csv.
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https://www.kaggle.com/datasets/foklacu/ukraine-war-tweets-dataset-65-days
https://git-lfs.com/
https://github.com/zoiia/project/blob/main/tweets.csv
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Plotting histogram for the # of likes [without zeros]. Plotting histogram for the # retweets [without 
zeros].

Same without zeros:
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DATAFRAME PRE-PROCESSING

1. Filtering out unnecessary columns
2. Leaving only English tweets
3. Dropping duplicates
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ANALYZING THE SAME SAMPLE DATASET IN BOTH SCENARIOS (5000 rows, 10 columns):
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… LOADING of the necessary packages and libraries

gpt-3.5-turbo NLTK Library
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1. Basic Text Preprocessing:
a) Lower case text
b) Punctuation Removal
c) Stop words Removal

2. Spelling Correction (TextBlob)
3. Tokenization
4. Lemmatization
5. Initialize the sentiment intensity analyzer

1.Paid Account with Open AI to connect via API
2. Connect to the OPEN AI API with the KEY

3. Write function which will utilize gpt-3.5-turbo model 
to deliver results of the sentiment Analysis
4. As most of the time model is overloaded backoff 
concept
5. Be prepared for the long processing time (buy
COLAB extra CPU units if necessary)

gpt-3.5-turbo

1

5

NLTK Library



STANDARTIZATION OF RESULTS

Create numeric equivalent for the “sentiment” column of the gpt-3.5-turbo analysis:
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Create label equivalent (Neutral/Positive/Negative) for the “sentiment_score” column of the NLTK analysis:



gpt-3.5-turbo
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NLTK Library

Both gpt-3.5-turbo and NLTK underlines that there are almost 60% of negative tweets.



Same in numbers:

gpt-3.5-turbo
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NLTK Library
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1.As per Correlation Analysis (slide #10) we can 
conclude that there is no significant correlation 
between sentiment of the tweets and such features 
as count of likes, count of retweets, count of replies 
and count of quotes.

In other words there is no correlation between 
sentiment and these factors.
This has been shown by both gpt-3.5 turbo and by 
the NLKT analysis.

2. Previous slide (slide #11) presents a heatmap of 
sentiment / tweet count per day.
Despite of the fact that only 51% of the gpt-3.5 
turbo and NLKT analysis overlap (see hereby on the 
left) – “mood” heatmap is pretty similar for both
cases. The war started on February 24, 2022 and 
both maps reflect spike in the amount of negative 
tweets.
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CONCLUSIONS:
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